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• The impact of shale gas activities in Barnett Shale on ozone trends was evaluated.
• Raw data analysis shows greater reduction in ozone in the non-shale gas region.
• Meteorological-adjusted ozone time series were developed by KZ-filtering technique.
• M.A. ozone values are higher in areas with shale gas activities.
• Directional analysis shows higher rate of ozone production in the shale gas region.
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Over the past decade, substantial growth in shale gas exploration and production across the US has changed the
country's energy outlook. Beyond its economic benefits, the negative impacts of shale gas development on air and
water are lesswell known. In this study the relationship between shale gas activities and ground-level ozone pol-
lution was statistically evaluated. The Dallas–Fort Worth (DFW) area in north-central Texas was selected as the
study region. The Barnett Shale,which is one themost productive and fastest growing shale gasfields in theUS, is
located in the western half of DFW. Hourly meteorological and ozone data were acquired for fourteen years from
monitoring stations established and operated by the Texas Commission on Environmental Quality (TCEQ). The
area was divided into two regions, the shale gas region (SGR) and the non-shale gas (NSGR) region, according
to the number of gas wells in close proximity to each monitoring site. The study period was also divided into
2000–2006 and 2007–2013 because thewestern half of DFWhas experienced significant growth in shale gas ac-
tivities since 2007. An evaluation of the raw ozone data showed that, while the overall trend in the ozone concen-
tration was down over the entire region, the monitoring sites in the NSGR showed an additional reduction of 4%
in the annual number of ozone exceedance days than those in the SGR. Directional analysis of ozone showed that
the winds blowing from areas with high shale gas activities contributed to higher ozone downwind. KZ-filtering
method and linear regression techniques were used to remove the effects of meteorological variations on ozone
and to construct long-term and short-term meteorologically adjusted (M.A.) ozone time series. The mean value
of all M.A. ozone components was 8% higher in the sites locatedwithin the SGR than in the NSGR. These findings
may be useful for understanding the overall impact of shale gas activities on the local and regional ozone
pollution.

© 2015 Elsevier B.V. All rights reserved.
1. Introduction

The recent expansion of shale gas production has changed the long-
term outlook for US energy. Over the recent decade, extraction of natu-
ral gas from shale formations has developed rapidly in the USA. Produc-
tion of natural gas from shale in the USA grew by an average of 17% per
i), Kuruvilla.John@unt.edu
year from 2000 to 2006. The successful combination and application of
horizontal drilling and high-pressure fracturing in the Barnett Shale, lo-
cated in the north Texas area accelerated the extraction rate all over the
country (Wang and Krupnick, 2013). As a result, US gas production in-
creased 48% annually from 2006 to 2010 (US EIA, 2011). Today, shale
gas provides the largest source of growth in the US gas supply. Its
share of the total US gas production grew from 1.6% in 2000 to 34% in
2011 (7.85 trillion cubic feet) and is projected to rise to around 50% by
2040 (16.7 trillion cubic feet) (US EIA, 2013). Due to this exponential
growth, the United States is expected to become a net exporter of natu-
ral gas by 2018 (US EIA, 2014).
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The majority of the growth in shale gas production comes from the
geological formations (such as Barnett, Eagle Ford, Bakken, and
Marcellus Shale) some ofwhich are close tomajor urban areas. Therefore,
it is necessary to examine the potential impacts of the anthropogenic ac-
tivities related to shale play on urban and regional environments. One
methodological challenge of the current scientific research is the lack of
actual measurement baseline data prior to oil and gas development
(Moore et al., 2014). Many areas in the proximity of shale gas activities
are not equipped with routine air and water quality monitoring system
(Carlton et al., 2014). This means that the historical and background
data as comparison criteria are rare and it can be a source of
controversy (Davies, 2011; Jackson et al., 2011; Osborn et al., 2011;
Saba and Orzechowski, 2011; Schon, 2011) that makes science based
policy-making difficult (de Melo-Martín et al., 2014; Eaton, 2013;
Howarth et al., 2011). Besides, areas such as Dallas–Fort Worth (DFW)
have had a long history of air quality problems prior to shale gas develop-
ment. Therefore, temporal and spatial separation of pollution trends in
the area is necessary to evaluate the impact of shale gas activities.

Ground-level ozone (O3) is a highly reactive chemical species with
proven negative impacts on humans, animals, and crops (Koenig,
2000;McKee, 1993;WHO, 2003). Typical activities involved in such un-
conventional gas development contribute to oxides of nitrogen (NOX)
and volatile organic compound (VOC) emissions (Bar-Ilan et al., 2008;
Bunch et al., 2014; Colborna et al., 2014; Gilman et al., 2013; Grant
et al., 2009; Litovitz et al., 2013; Pétron et al., 2012; Rich et al., 2014).
NOX is associated with equipment and activities such as drilling,
fracking pumps, truck traffic, compressor stations, flaring, andwellhead
compressors. In addition to the mentioned sources, VOC emissions are
associated with fracking ponds, heaters and dehydrators, blowdown
venting, production fugitives, condensate tanks, and pneumatic ma-
chineries (Roy et al., 2014). The contribution of one single gas well is
trivial when that well is operating properly, but the cumulative impact
of thousands of wells on ozone level could be significant. The unprece-
dented severe wintertime ozone events reported in the Uintah Basin
of Utah (Lyman and Shorthill, 2013a; Lyman and Shorthill, 2013b;
Martin et al., 2011) and the Upper Green River Basin of Wyoming
(Rappenglück et al., 2013; Schnell et al., 2009) (rural areas close to oil
and gas production fields) show that when the background ozone is
low enough the significance of gas development becomesmore obvious.
Moreover, numerical modeling of ozone formation and dispersion high-
lights the possibility of the significant contribution of shale gas activities
in near-field and on regional ozone level (Carter and Seinfeld, 2012;
Edwards et al., 2013; Kemball-Cook et al., 2010; Mansfield and Hall,
2013; Olaguer, 2012).

Numerical modeling is essential to the understanding of themecha-
nism of ozone formation and dispersion. However, photochemical
modeling is resource intensive and has limitations due to the lack of re-
liable emission inventories data (themain input of suchmodels). There-
fore, as a complementary method, in this work we performed a
comprehensive statistical analysis of historical ozone data and con-
structed meteorologically adjusted (M.A.) ozone time series to evaluate
the relationship between shale gas development and ozone pollution in
the long-term.

2. Methods

2.1. Study region

DFW is the cultural and economic hub in north Texas. The region's
population is estimated at 6.5 million as of July 2011, which makes it
the fourth largest metropolitan area in the US, and its 17% annual pop-
ulation growth makes it the fastest growing metropolitan area in the
country (U.S. Census Bureau, 2011). With a total area of 9300 mile2

(24,000 km2), DFW's urban area is sprawled over 12 counties, 10 out
of which have been failing to comply with the National Ambient Air
Quality Standards (NAAQS) for ozone set by the US Environmental
Protection Agency (EPA) (US EPA, 2013). The DFW ozone problem is
driven by the high volume of on-road, off-road and air traffic as well
as a variety of small and large point sources. The recent unprecedented
emergence of new NOX and VOC sources from shale gas development
activities has potentially added to the air quality burden in the region.

DFW is partially located on the Barnett Shale which is one the most
productive and fastest growing shale gas fields in the US. However,
shale gas activities have been developed only in the western half of
the area due to the geological boundaries of the shale formation. This al-
lows for a clear spatial segregation and makes the comparison between
the shale gas region (SGR) and non-shale gas region (NSGR) easier. In
addition, this area has been equipped with the air monitoring system
by Texas Commission on Environmental Quality (TCEQ) that has been
operational over the past three decades; this allows for the evaluation
of the long-term impacts on the ozone time series. The study area
along with the number of gas wells are shown in Fig. 1.

2.2. Data

Time series of 8-hour average ozone concentrations were extracted
from TCEQ's Texas Air Monitoring Information System (TAMISWeb)
for the 1997–2014 period from sixteen ContinuousAmbientMonitoring
Stations (CAMS) operated by TCEQ. The locations of CAMS and themea-
surement parameters are listed in Table 1. Also the number of gas wells
in the 10 mile radial distance of each site at the end of 2013 was calcu-
lated with a GIS software and is shown in the same table. It should be
noted that some of the monitoring stations were activated past 1997.
In addition to the eight-hour (8-hour) averaged measured ozone
concentration, 8-hour values of some meteorological variables for
the identical period were obtained from the same monitoring sites.
Meteorological data include outdoor temperature (T), solar radiation
(SR), relative humidity (RH), and wind speed and direction (W).

According to the number of wells as shown in Table 1we drew a dis-
tinction between two regions and named them ‘shale gas region’ (SGR)
and ‘non-shale gas region’ (NSGR) as two hypothetically separated
areas. Such distinction helped the comparison of the local influence of
emissions from the shale gas activities on the measured ozone concen-
tration in the region.

2.3. Method of analysis

2.3.1. Statistical evaluation of raw ozone
The trends of simple statistical measures such as ozone design

values, number of ozone exceedance days, and the mean value of daily
maximum ozone were calculated. Ozone design value is a statistic that
corresponds to the ozone status of a given location relative to the level
of NAAQS and it is defined as “the 3-year average annual fourth-
highest daily maximum 8-hour average ozone concentration.” (CFR,
2013). The relationship between raw ozone statistics and meteorologi-
cal factors were investigated by developing linear correlations between
the ozone design values and exceedances and various measures of daily
maximum temperature and solar radiation.

2.3.2. Wind effect
The prevailing wind in the study area during the peak ozone season

typically blows from the south and the southeast. Thus, the ozone gen-
erated in the south-eastern parts of DFWareamay be transported to the
north-western regions. The general flow direction also coincides with
the transport of winds from the NSGR to the SGR. Because the compar-
ison between the two time periods (i.e. before and after 2007) is of in-
terest in this study, wind rose plots for the CAMS were plotted to
examine the change in wind direction and speed during the study
time periods.

In addition, the relationship between raw ozone changes and wind
direction over the study time periods was investigated by using pollu-
tion rose diagrams. The ozone concentration data were categorized



Fig. 1. Study areamapwith thedistribution of on schedule/activewells in the region (RRC, 2014) and the TCEQ's continuous airmonitoring stations (CAMS)used in the study (TCEQ, 2014)
along with the Barnett Shale well count and natural gas production per day (on the left).

459M. Ahmadi, K. John / Science of the Total Environment 536 (2015) 457–467
into sixteen compass bins according to the dominantwind direction ob-
served on the same day that the ozone concentration was measured.
The resultant numbers for two time periods (before and after 2007)
were prepared in a tabular form to evaluate change in the raw ozone
concentration within each direction. Ozone variations associated with
the wind blowing from the direction with shale gas activities are com-
pared against those directions without shale gas activities upwind.
Additionally, the effect of wind is examined by evaluating spatial corre-
lation decay factor which is explained later.
2.3.3. Construction of meteorologically adjusted ozone
Changes in ground-level ozone concentrations greatly depend on

thefluctuation ofmeteorological conditions, particularly solar radiation,
outdoor temperature, humidity, and wind (NRC, 1991). Because of the
different time scales of physical phenomena embedded in the ozone
time series data, spectral decomposition is required to develop meteo-
rologically independent ozone time series.
Table 1
Location of CAMS and parameters used in the studywith the total number of gaswells in a
10 mile radial distance of each monitoring site at the end of 2013.

CAMS Code Location County Parameters No. of wells in 10 mi.

Lat. Long.

C75 32.99 −97.48 Tarrant O3, SR, T, W 2723
C77 32.35 −97.44 Johnson O3, SR, T, W 1474
C17 32.92 −97.28 Tarrant O3, SR, T, W 1364
C56 33.22 −97.20 Denton O3, SR, T, RH, W 1362
C13 32.81 −97.36 Tarrant O3, SR, T, RH, W 1092
C61 32.66 −97.09 Tarrant O3, SR, T, W 862
C73 32.44 −97.80 Hood O3, SR, T, W 428
C70 32.99 −97.06 Tarrant O3, SR, T, RH, W 299
C76 32.87 −97.91 Parker O3, SR, T, W 158
C60 32.82 −96.86 Dallas O3, SR, T, RH, W 2
C63 32.92 −96.81 Dallas O3, SR, T, W 2
C402 32.68 −96.87 Dallas O3, T, W 1
C31 33.13 −96.79 Collin O3, SR, T, W 0
C69 32.94 −96.46 Rockwall O3, SR, T, W 0
C71 32.56 −96.32 Kaufman O3, SR, T, RH, W 0
C1006 33.15 −96.12 Hunt O3, SR, T, W 0
In this regard, Rao and Zurbenko's method (Flaum et al., 1996; Rao
et al., 1995; Rao andZurbenko, 1994)was employed in this study to par-
tition the time series of ozone and other meteorological variables. They
applied the Kolmogorov–Zurbenko (KZ) filtering method (Zurbenko,
1986) to the time series of ozone andmeteorological parameters to sep-
arate different components based on their time-scales. Following their
method, the application of KZ-filter to each time series can separate
them into three components:

X tð Þ ¼ e tð Þ þ S tð Þ þW tð Þ ð1Þ

where X(t) represents the original time series of a variable, e(t) is the
long-term trend component, S(t) is the seasonal component and W(t)
is the short-term or stochastic component. In addition, the sum of e(t)
and S(t) is denoted as the baseline BL(t), component (Milanchus et al.,
1998; Rao et al., 1996, 1997).

KZ-filter is a low-pass filter that can be performed by a simple itera-
tivemoving average. It can computationally be defined as k-times appli-
cation of a centered moving average of m = 2p + 1 points over the
input time series:

Yi ¼
1
m

Xp

j¼−p
Xiþ j ð2Þ

where X is the original time series and Y is the output time series that
becomes the input for the next pass. Therefore the KZ-filter can bewrit-
ten as KZm,k(X(t))= Xm,k(t) where k is the number of iterations andm is
the number of points (days) in the moving average window.

The choice of m and k is critical in determining the cutoff frequency
of the filter (Rao et al., 1997). As per earlier studies, the components of
the time series can be calculated as:

e tð Þ ¼ X365;3 tð Þ
S tð Þ ¼ X15;5 tð Þ−X365;3 tð Þ
W tð Þ ¼ X tð Þ−X15;5 tð Þ
BL tð Þ ¼ e tð Þ þ S tð Þ

8>><
>>:

ð3Þ

where variation of e(t) is assumed to be dependent onmajor climate or
pollution policy changes, S(t) strongly depends on seasonal climatic and
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emission changes, and W(t) is related to synoptic variation in weather
conditions and ozone precursors.

Ozone precursors and meteorological parameters have multiplica-
tive effects in the formation of ozone. The ozone time series should be
log-transformed before KZ-filtering that is necessary for effective sepa-
ration (Rao et al., 1997). As an example, the results of the application of
KZ-filter on the log-transformed daily maxima time series of ozone at
C56 are presented in Fig. 2. The same type of spectral decomposition
was applied to meteorological time series without logarithmic transfor-
mation. Because of the centered moving average mechanism and k and
m settings for e(t), KZ-filter removed 548 data points (days) from each
end of the time series data.

The next step is to calculate the linear regression between the base-
line of ozone time series and baseline of meteorological parameters to
find the strongest correlations. Also, contribution of each component
of KZ-filter to the total variance of the time series is calculated to
determine the contribution of each meteorological parameter on the
measured ozone concentrations.

After identifying two key parameters that influenced the ozone
levels, a three-variable linear regression was developed for each site to
calculate the ozone baseline and short-term component as following:

OBL tð Þ ¼ aXBL t þ ið Þ þ bYBL t þ jð Þ þ cþ ϵBL tð Þ ð4Þ

OW tð Þ ¼ aMW tð Þ þ bNW tð Þ þ dþ ϵW tð Þ ð5Þ
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Fig. 2. Daily maxima time series of the natural logarithm of raw ozone (in ppb) at Denton
Airport South site (C56) separated by KZ-filter into long-term, seasonal, and short-term.
where a, b, c, and d are fitted parameters, XBL and YBL are baseline com-
ponents of two highly correlatedmeteorological variables (in this study
temperature and solar radiation), i and j are number of days each data
set was lagged to produce the maximum correlation, MW and NW are
short-term components of two meteorological variables with the
highest correlation with short-term ozone (also, temperature and
solar radiation), and ϵBL(t) and ϵw(t) are residuals of each regression
(the difference between the measured concentrations and the calculat-
ed ozone concentrations).

Meteorologically adjusted ozone time series, in which the baseline
and short-term effects of meteorological variables are removed as
much as possible, was calculated using:

OMA tð Þ ¼ ϵBL tð Þ þ ϵW tð Þ: ð6Þ

Variations in OMA(t) are mainly due to long-term, seasonal, and
short-term fluctuations in ozone precursors. However it includes unex-
plainedmeteorological variations due to the limitations of linear regres-
sions in the previous step. The application of KZ-filter onemore time on
OMA(t) produces long-term and baseline components that are assumed
to be dependent only on the changes in ozone precursors. Therefore
both the time series and its long-term components are used to examine
the impact of shale gas activities over the long-term.

The short-term component of ozone depends on synoptic fluctua-
tions in weather conditions (particularly wind) and emission sources.
Therefore it is used to investigate the impact of wind on the spatial cor-
relation of ozone pollution between the monitoring sites.

2.3.4. Temporal trends of M.A. ozone
The study periodwas divided into two: first period, 2000–2006with

the development of approximately 700 new wells per year labeled as
B07, and second, 2007–2013 with 1700 new wells per year across the
study area, labeled as A07. The trends of raw ozone measured, and the
average percent changes were calculated and compared during these
two time periods. Also, the trend of M.A. ozone and its components
for the study regions and time periods are presented for comparison
purpose.

2.3.5. Spatial trends of M.A. ozone
It has been shown that the correlation between the ozone baseline

time series at two different locations (at a given time period) decays
with distance (Rao et al., 1997). Spatial correlation of short-term com-
ponents of ozone time series contains information about synoptic influ-
ences. Therefore, in addition to the wind rose plots, the impact of wind
as a major synoptic variable can be examined by calculating the direc-
tional spatial correlation of short-term ozone. It has been shown that
there was a strong exponential decay relationship in the correlation be-
tween two different monitors and their distance of separation (Rao
et al., 1995, 1997). Consequently, along the direction of the prevailing
wind, the exponential decay occurs at a lower rate than along all other
directions, if the distribution of emission sources were not directionally
biased. Therefore, the correlations of the short-term components of
ozone time series between different CAMS were calculated along the
axes of the prevailing wind (from the south to the north) and perpen-
dicular to it (from thewest to the east). The decay factors for each direc-
tion were then calculated to examine the impact of wind on the
transport of ozone.

3. Results and discussion

3.1. Raw ozone trends

The trends of ozone design values for all CAMS are shown in Fig. 3.
Percent change in the design values before and after 2007 varied from
site to site. However, the average percent change in the design values
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from 2000–2006 to 2007–2013 was approximately −10%, and was
similar for the SGR and NSGR sites.

Because the design values corresponded to the fourth largest
values, regression models based on the mean values poorly explain
the underlying mechanism. In this regard, extreme value theory
that deals with the modeling threshold exceedances is considered
to be more useful (Cox and Chu, 1993, 1996; Rao et al., 1992;
Smith, 1989; Smith and Huang, 1993). After examining various
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associated with a corresponding increase in the temperature and
solar radiation.

According to the design value statistics as highlighted in Fig. 3, there
was a general downward trend noted at all the sites across the study
area prior to 2010. However, after 2010 the trends have shifted upward
in almost all of the sites. It was noted that there was no significant dif-
ference between the average percent change in the design value trends
for the SGR andNSGR sites. However, since 2008 four of the CAMS (C60,
C69, C71, and C1006) showed a drop in the design value below the
NAAQS (75 ppb); and these CAMS were all located within the NSGR. It
is noteworthy that C60 is located within the city of Dallas that has the
most land traffic load in the study area. Design values in C1006 and
C71 have continued to remain under 75 ppb through 2013.

Annual and monthly trends of the ozone exceedances above the
75 ppb threshold are presented in Fig. 4. The number of exceedance
days reduced from B07 to A07 in both the SGR and NSGR, but occurred
at different rates. The average percent changes in ozone exceedances
from B07 to A07 period were noted to be−61.6% and −65.7% for SGR
and NSGR, respectively. During the ozone season (May through Sep-
tember), the reductions observed within the NSGR were about 31%
more than within the SGR.

The difference is even larger if the percent reductions are compared
on a monthly basis. According to Fig. 4, in NSGR the monthly percent
change of exceedances (from B07 to A07) were −78%, −76%, −72%,
−54%, and −64% during May, June, July, August, and September,
respectively. During the same months, the SGR sites recorded −47%,
−74%, −66%, −49%, and −64% reduction, respectively, which are sig-
nificantly less reductions than in the NSGR especially during May and
July. The spatial relationship between the ozone exceedances investigat-
ed in other studies show that the correlation is very weak in distances
over 15 km (Rao et al., 1997) due to high spatial inhomogeneity of NOx
concentration in urban areas. Additionally, shale gas activities introduce
many local point sources of VOC andNOx emissionswith different inten-
sity and composition at each shale gas site. Therefore, such a significant
difference between the SGR and the NSGR sites can be explained in
terms of spatial variations of NOX andVOC that are partly due to an asym-
metric spread of industrial shale gas activities over the study area.

3.2. Wind effect

During the ozone seasons, the prevailing wind in the study area
blows from south to north. In order to minimize the impact of variation
inwind direction on the statistical analysis, wind rose plots for two time
period are examined. Figs. 5 and 6 show wind rose plots at the C60 site
within the NSGR and the C56 site within the SGR, respectively. It shows
that the wind pattern has not changed over the two study time periods.
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In the next step, the load of ozone carried by the wind from each direc-
tionwas examined. Statisticalmeasures of ozone pollution in eachwind
directionwere assessed using pollution rose graphs. For twomonitoring
stations, the standard compass bins were divided into two groups: di-
rections with and without significant shale gas activities upwind. For
the C56 station in Denton city, the upwind wind rose bins highlighting
the NNW, N, NNE, NE, ENE, E, and ESE directions were within the
NSGR and the remaining bins were within the SGR. For C60 in Dallas,
the upwind wind rose bins N, NNE, NE, ENE, E, ESE, SE, SSE, and S bins
were within the NSGR and rest of the bins showed winds from the
SGR. To evaluate the influence of upwind emission sources on
downwind ozone pollution the percent and absolute change of each sta-
tistical measurewas calculated from the 2000–2006 (B07) period to the
2007–2013 (A07) period.

Results of the directional ozone variation are shown in Table 2. At
both sites the changes in the statistical measures are noted to be
worse in the direction with the shale gas activity, except for the 90th
percentile at the C56 station. Thatmeans, fromB07 to A07 period higher
ozone level was associated with winds that blow from regions with
shale gas activities compared to wind blowing from regions without
shale gas activities. The higher ozone level probably exists because
more sources of ozone precursors exist in the shale gas activities area;
this shows a significant negative impact of shale gas activities on down-
wind raw ozone pollution. More advanced analysis on the spatial corre-
lation of synoptic ozone, as presented in Section 3.5, also support this
conclusion.

3.3. Meteorologically adjusted ozone

Following the application of the KZ-filter to all parameters, the
square of correlation (R2) between short-term W(t), long-term e(t),
and baseline BL(t) terms were examined to make sure that they are ef-
fectively separated (R2 b 0.005). The R2 between the components of log-
transformed ozone andmeteorological parameterswere calculated. The
results are listed in Table 3. The total contribution of each component in
the ozone concentrationswas calculated bymultiplyingR2with theper-
cent contribution of each component in the total variance of its time se-
ries (Rao and Zurbenko, 1994). According to our analysis, there is no
need to lag solar radiation time series to maximize the correlation, but
temperature time series should be lagged for 6–8 days. This time lag is
due to the difference between the peak of ozone and that of the surface
temperature (Milanchus et al., 1998). However, the change in R2 is very
small so that the analysis can be done without lagging the time series.

Table 3 shows that solar radiation and temperature have the highest
correlations with both ozone baseline and short-term components.
Consequently, these two parameters have the largest contribution in
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the short-term and baseline ozone concentrations. Therefore, solar radi-
ation and outdoor temperature were employed to calculate meteoro-
logically adjusted (M.A.) ozone. By means of these two parameters
approximately 83 to 91% of ozone concentration variation can be ex-
plained. It is important to note that meteorological factors do not pro-
duce ozone independently. Rather they modulate the effect of ozone
precursors emitted from the sources into the ambient (Milanchus
et al., 1998). Residuals of the linear regression represent M.A. ozone.
By the second application of the KZ-filter on residuals, long-term, base-
line and short-term components of M.A. ozone can be separated. Fig. 7
shows M.A. ozone results for two of the monitoring stations.

3.4. M.A. ozone trends

Using the M.A. ozone (OM. A.) time series, annual mean ŌM. A., medi-
an, maximum,minimum, and first and third quartiles were calculate for
each site. The results for the SGR and the NSGR are presented in Fig. 8. It
should be noted that because all values are expressed as the natural log-
arithmof the rawozonedata,M.A. ozone values (andhenceŌM. A.), have
multiplicative effect in the original time series. Also because OM. A.

values are sufficiently small it follows:

exp OM:A:ð Þ≈1þ OM:A: : ð7Þ

Therefore, in Fig. 8, ŌM. A. × 100 values represent the percent change
in the mean value of the original raw ozone time series. Consequently,
the negative values mean decrease in concentration from the mean
value of the total ozone time series (Rao and Zurbenko, 1994).

Fig. 8 demonstrates the rise in M.A. ozone statistics within the SGR
after 2008, while over the same time period there M.A. ozone has
Table 2
Effect of shale gas activities on downwind ozone pollution from 2006–2007 (B07) to 2007–20

C60 station

Parameter Absolute change (ppb) Percent change

SGR NSGR SGR N

Max 1.1 −12.1 1.7% −
99th percentile −0.6 −7.5 −0.9%
90th percentile 1.0 −6.0 2.1%
75th percentile 3.7 −4.3 9.8%
Median 4.4 0.6 15.3%
Mean 3.7 −0.6 12.4%
25th percentile 4.6 2.2 21.3%
10th percentile 5.2 4.8 33.5%
1st percentile 3.0 3.0 37.3%
Min 3.8 1.4 63.1%
been decreased within the NSGR. One important reason for the differ-
ence in the trends is probably the variations in the ozone precursors.
Figs. 9 and 10 show box plots of VOC and NOX in two monitoring
sites: C56 is located in the SGR and C60 is within the NSGR. Since
2011 TCEQ operated canisters collected air samples that were then an-
alyzed for VOC in the TCEQ laboratory. The concentrationswere quanti-
fied for a total of 45 VOC species. The trends in Fig. 8 shows a significant
increase in the 99th percentile, maximum and mean VOC concentra-
tions at the Denton Airport South (C56) while it remains steady at the
C60 site. High VOC concentrations can contribute to higher hourly
ozone, whereas an increase in the mean value of VOC has long-term ef-
fect on the ozone trend. This could be a result of shale gas activities
around the Denton site as in the different stages VOC are vented or
leaked from facilities and devices associated with oil and gas explora-
tion activities. Fig. 9 shows that at both sites therewas a similar increase
in the NOX concentration and the rate of change was not notably
different.

The M.A. ozone time series contain information of both ozone pre-
cursors and unexplained meteorological variations. Although the share
of unexplained climatic factors is minimal in this study but removing
the remaining of meteorological information from M.A. ozone time se-
ries is useful. By applying the KZ-filter one more time, the long-term
component of M.A. ozone can be separated which is assumed to be en-
tirely meteorology independent. The only problem is with removing
unexplained synoptic and seasonal components, we actually remove
seasonal and synoptic emission information as well. That is, long-term
M.A. ozone cannot account for seasonal and synoptic changes in ozone
precursors while some emission sources have synoptic and seasonal be-
havior. Therefore all components of M.A. ozone should be examined to
address spatial and temporal changes in the emission distribution.
13 (A07) in two directions SGR and NSGR.

C56 station

Absolute change (ppb) Percent change

SGR SGR NSGR SGR NSGR

13.4% −1.6 −4.4 −1.9% −5.8%
−9.6% −2.7 −4.9 −3.5% −6.8%
−9.4% −4.2 −2.1 −6.7% −3.5%
−8.2% −1.3 −2.2 −2.5% −4.4%

1.6% 0.7 −0.5 1.8% −1.3%
−1.6% −0.4 −0.8 −1.0% −2.0%

8.5% 0.7 0.5 2.1% 1.7%
27.7% 1.2 −0.4 4.7% −1.8%
32.7% 1.8 0.6 12.0% 4.1%
21.3% 0.4 −0.3 3.2% −1.9%



Table 3
Square of correlation coefficient (R2) between (a) baseline of ozone and baselinemeteoro-
logical variables (T: temperature, SR: solar radiation, RH: relative humidity, WS: wind
speed); and (b) short-term ozone and short-term meteorological variables; and percent
contribution of each variable in ozone.

CAMS R2 Percent contribution (%)

T SR RH WS T SR RH WS

Baseline

C76 0.78 0.81 – 0.21 28 29 – 8
C73 0.80 0.83 – 0.10 28 29 – 4
C75 0.78 0.79 – 0.22 33 33 – 9
C77 0.80 0.85 – 0.12 30 32 – 5
C13 0.75 0.83 0.04 0.18 32 36 2 8
C17 0.73 0.77 – 0.15 35 37 – 7
C56 0.72 0.76 0.03 0.10 36 38 2 5
C61 0.73 0.86 – 0.12 27 32 – 4
C70 0.71 0.79 0.02 0.17 31 35 1 7
C402 0.79 0.80 – 0.20 33 34 – 8
C60 0.73 0.80 0.02 0.13 35 38 1 6
C63 0.72 0.79 – 0.14 36 40 – 7
C31 0.73 0.76 – 0.10 38 40 – 5
C69 0.77 0.81 – 0.18 32 33 – 7
C71 0.80 0.86 0.03 0.14 30 33 1 5
C1006 0.81 0.85 – 0.16 31 32 – 6

Short-term

C76 0.17 0.32 – 0.00 10 18 – 0
C73 0.12 0.39 – 0.00 7 23 – 0
C75 0.08 0.30 – 0.00 4 16 – 0
C77 0.16 0.34 – 0.00 9 19 – 0
C13 0.13 0.23 0.05 0.00 7 12 3 0
C17 0.08 0.32 – 0.00 4 15 – 0
C56 0.10 0.25 0.03 0.00 4 11 1 0
C61 0.11 0.33 – 0.00 6 18 – 0
C70 0.15 0.27 0.05 0.00 8 14 3 0
C402 0.11 0.30 – 0.00 6 15 – 0
C60 0.10 0.26 0.04 0.00 5 12 2 0
C63 0.11 0.22 – 0.00 5 10 – 0
C31 0.10 0.26 – 0.00 4 11 – 0
C69 0.12 0.31 – 0.00 6 16 – 0
C71 0.15 0.30 0.06 0.00 8 17 3 0
C1006 0.09 0.35 – 0.00 5 19 – 0
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Figs. 11 through 13 show sudden changes in theM.A. ozone trends at
all themonitoring sites across the study region. The reversal of trends in
theM.A. ozone time series after 2008 is in agreementwith the change in
the ozonedesign value trends as reflected by the three-year average sta-
tistics. However, the sites within the SGR show significantly larger in-
creases in the M.A. ozone statistical measures (Figs. 11, 12, and 13).
Any increase in the M.A. ozone can potentially lead to higher ozone
level if the meteorological factors favor ozone photochemical reactions.
This may be the cause of higher ozone exceedances in the SGR com-
pared to the NSGR. With the continuation of the current upward trend
within SGR into the future years, cities in the SGR or downwind will
have more ozone exceedances assuming that there will be no major
temperature change over the future ozone season.

In addition to higher M.A. ozone levels within the SGR, it is notice-
able that there was a divergence in the trends noted within the SGR
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and the NSGR after 2008. This local divergence on a small spatial scale
(compared to the meteorological spatial scale) may be caused by
directionally biased distribution of emission sources. The time of the
change in the distribution of emission sources correlates with the sec-
ond time period (2007–2013) where the number of wells per year
was significantly higher than the first time period. In otherwords, faster
growth in the number of shale wells correlates well with the increase in
anthropogenic ozone in the SGR. Changes in the long-term trend
(Fig. 13) that are supposed to be entirely independent ofmeteorological
variables, clearly shows the influence of the increase in the local ozone
precursor emissions.

3.5. Spatial decay analysis

Spatial behavior of ozone can be investigated using graphs of corre-
lation coefficients between different sites as a function of distance. If the
correlation coefficients are calculated between short-term ozone at dif-
ferent sites, then the graph would contain information about wind as
major synoptic parameter (Rao et al., 1997). Correlation coefficients be-
tween a base site C13 (located within the SGR) and other sites in two
normal directions were calculated. The major axis is the direction
along the prevailing wind measured at the base site and the minor
axis is perpendicular to that. Therefore, differences between correlation
coefficient decay graphs in two normal directions represent the differ-
ences between synoptic ozone behaviors along those directions. Similar
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Fig. 10. Box plot presentation of daily 1-hour maximum NOX statistics in Denton Airport
South (C56) and Dallas Hinton St. (C60).
calculations are performed for C60 (located in NSGR) and the results are
presented in Fig. 14.

The graphs of the exponential decay of spatial correlation between
short-term ozone in different locations show that along the direction
of prevailing wind, the correlation coefficient decays as fast as in the di-
rection normal to the prevailing wind. In the case of the C60 monitor
(Dallas Hinton St.) the correlation decays even faster along thewind di-
rection. This is counter to the findings from earlier studies (Rao et al.,
1997) because spatial correlation along themajorwinddirection should
be stronger due to the transport and dispersion of ozone. One plausible
explanation for this is, that there could be significant ozone sources or
sinks (due to titration as a result of high NO concentration) along the
path of the prevailingwind. In either case, as shown in Fig. 14 the distri-
bution of NOX and VOC sources is directionally biased because if they
were distributed evenly one would have observed a slower decay
along the direction of the prevailing wind.

4. Conclusion

In this research the long-term trends of measured ozone concentra-
tions within the Dallas–Fort Worth area were evaluated using over
14 years of data obtained from TCEQ. The study area was divided into
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two hypothetical regions to evaluate the effect of oil and gas activities
within the Barnett Shale. The trends were studied and compared over
two time periods, from 2000 to 2006 (B07) and from 2007 to 2013
(A07), as the volume of shale gas production and gas well numbers
showed a significant increase since 2007. The results of the first part
of the analysis show that the sites within the non-shale gas region
(NSGR) showed a larger decrease in the number of ozone exceedances
than at sites locatedwithin the shale gas region (SGR). The average per-
cent changes in ozone exceedances from B07 to A07 period were
−61.6% and −65.7% in the SGR and the NSGR, respectively. During
the high ozone season, the maximum reduction rate within the NSGR
was about 31% more than within the SGR.

In the second part of the study, the KZ-filtering method and linear
regression were used to construct meteorologically adjusted (M.A.)
ozone time series. The statistical analysis of M.A. ozone was in
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between short-term ozone in the direction of the prevailing wind (major axis), and
along the direction normal to the prevailing wind (minor axis).
agreement with the findings shown in the first part. After 2008, there
was an unprecedented increase in the statistical parameters of M.A.
ozonewithin the SGR, because themean value of the long-term compo-
nent ofM.A. ozonewas2%higher thanwithin theNSGR. Themeanvalue
of short-term M.A. ozone was almost 10% higher within the SGR than
within the NSGR. The average of all M.A. ozone components was
about 8% higher within the SGR than in the NSGR. VOC concentration
data collected at two of the monitoring sites show very sharp upward
trend in the mean and peak values in the site located within the SGR.
The analysis of the wind data showed no significant change in the
wind pattern at all sites. Furthermore, the spatial decay analysis of the
short-term ozone correlations at different locations show that the emis-
sion sources tended to be directionally biased. Within the study area,
the major source of asymmetry was attributed to the distribution of
VOC and NOX emission sources associated with shale gas activities.

The statistical analyses presented in this work strongly support the
idea of temporal and spatial connection between shale gas activities
and changes in the long-term ozone trends within the Dallas–Fort
Worth area. Further research including photochemical modeling and
near-site measurements are recommended to facilitate better under-
standing of the relationship between ozone pollution and oil and gas
activities.
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